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Warehouse

Warehouse is deployed continuously. Every push to master triggers a new build
which will get picked up the next time the deployment procedure is run on
the Warehouse servers. The process is:


	For every push to master, except those automatically generated by the
release process, trigger a new test run which will ensure nothing has
broken. If the test run completes successfully, then a new build job is
triggered in Jenkins.


	Jenkins will generate and tag a new version for the next release of
Warehouse, following a version scheme of YY.MM.NN, where NN is an
incrementing serial number.


	Jenkins will generate a new Python source distribution and Wheel of the
latest release.


	Jenkins will generate a new Debian package of the latest version, bundling
Warehouse and all of its dependencies into a single virtual environment
which, when installed, will end up in /opt/warehouse.


	If generating both the Python packages and the Debian package was successful
then Jenkins will publish the Python packages to PyPI, the Debian packages
to an internal apt repository, and push the tagged version to GitHub.


	Chef will periodically (every 30 minutes) check the internal apt repository
for an updated package and will update to the latest version if needed.





Environment / Dependencies


	PyPy


	PostgreSQL 9.2+ (Hosted by OSUOL)


	Elasticsearch







Configuration

Warehouse is configured using a YAML file which the cookbook will write to
/opt/warehouse/etc/config.yml.




Debian Packages and Virtual Environments

The Warehouse deployment uses Debian packaging as a means of delivery to the
application servers. This allows us to easily generate a build artifact and
then deploy that built artifact to the application server.

Using a modified dh-virtualenv [http://labs.spotify.com/2013/10/10/packaging-in-your-packaging-dh-virtualenv/] the build process for the Debian package
creates a new virtual environment, installs Warehouse and all of its
dependencies into that virtual environment, and then packages the resulting
environment into a single debian package.

This setup was chosen because it offers the best isolation from build time
failures. It also moves as much of the process into a one time build process
instead of needing to execute a pip install every 30 minutes to check for
updated requirements.







          

      

      

    

  

    
      
          
            

Index



 




          

      

      

    

  

    
      
          
            
  
Generating these docs

The goal of this document is to outline how to generate these documents and
where they land.

By the end of this you should have a full copy of this documentation.


Prerequisites

You’ll need the python sphinx package.

Your distribution may have a package for this, but you may also be able to
install it with python package tools like so:

$ pip install sphinx





Or with easy_install:

$ easy_install sphinx








Checkout the docs branch

$ git checkout docs








Generate a local copy of the docs

This will generate html from our documentation, and place it in
./doc/_build/html

$ bundle exec rake docs








Generate a single module of the documentation

Say you want to generate only the node documentation

$ bundle exec rake docs:nodes





Or maybe you want to generate only the html

$ bundle exec rake docs:html








Manually publish this documentation

Typically our documentation should be automatically generated. Just in case
you want to publish it manually, you can do this.

$ bundle exec rake docs:publish





This will tell readthedocs.org to clone the tip of this repo on github
and build it.







          

      

      

    

  

    
      
          
            
  
Getting started with this repo

The goal of this document is to get you to a working state with the repo.

By the end of this you should be able to run these commands:


	bundle exec knife node list


	bundle exec berks list


	bundle exec rake docs





Configuration

The repository uses two configuration files.


	config/rake.rb


	.chef/knife.rb




The first, config/rake.rb configures the Rakefile in two sections.


	Constants used in the ssl_cert task for creating the certificates.


	Constants that set the directory locations used in various tasks.




If you use the ssl_cert task, change the values in the config/rake.rb file appropriately. These values were also used in the new_cookbook task, but that task is replaced by the knife cookbook create command which can be configured below.

The second config file, .chef/knife.rb is a repository specific configuration file for knife. If you’re using the Opscode Platform, you can download one for your organization from the management console. If you’re using the Open Source Chef Server, you can generate a new one with knife configure. For more information about configuring Knife, see the Knife documentation.

http://help.opscode.com/faqs/chefbasics/knife




Setting up a development environment

Some things you’ll need:



	this repo, cloned locally


	ruby 1.9


	the chef validator key


	a valid chef client key







Some things to consider:



	rbenv: https://github.com/sstephenson/rbenv (via rbenv installer https://github.com/fesplugas/rbenv-installer)







Some common steps:

$ gem install bundler

# get our ruby dependencies
# Create local binstubs and install the gems right here.
$ bundle install --binstubs --path .gems

# get our chef cookbook dependencies
$ bundle exec berks install








Managing Cookbooks

We use berkshelf to manage our cookbooks and dependencies. Berkshelf is
straight forward.

To get started with it, look here: http://berkshelf.com/

From the command line, it looks like this:

List all of our cookbooks

$ bundle exec berks list





Install all our 3rd party dependencies

$ bundle exec berks install





Upload a cookbook managed by berkshelf

$ bundle exec berks upload <cookbook>





Create a new cookbook

$ bundle exec berks cookbook <cookbook_name>











          

      

      

    

  

    
      
          
            
  
Nodes deployed & managed by chef








	Host Name

	Memory

	Run List





	virt-oku3tm.psf.osuosl.org

	3954MB

	role[base], role[pypi]



	virt-et2yi0.psf.osuosl.org

	995MB

	role[base], role[buildmaster]



	virt-nsz0jn

	995MB

	role[base], role[pycon-2014]



	virt-l99amx.psf.osuosl.org

	2003MB

	role[base], role[monitoring]



	virt-sxw5uy.psf.osuosl.org

	995MB

	role[base], role[loadbalancer]



	virt-kchn16.psf.osuosl.org

	995MB

	role[base], role[pyramid-community]



	virt-sae8wg.psf.osuosl.org

	995MB

	role[base]



	speed-python.osuosl.org

	16037MB

	role[base], role[python-speed]



	virt-yfae7i.psf.osuosl.org

	995MB

	role[base], role[wiki]



	virt-l4es2w.psf.osuosl.org

	995MB

	role[base], role[redesign-staging]



	virt-k4b2sa.psf.osuosl.org

	995MB

	role[base], role[rsnapshot]



	virt-ys0nco.psf.osuosl.org

	995MB

	role[base], role[wiki]



	virt-ozvw2q.psf.osuosl.org

	3954MB

	role[base], role[pypi]



	virt-h669vt.psf.osuosl.org

	995MB

	role[base], role[loadbalancer]



	virt-wzmlmm.psf.osuosl.org

	995MB

	role[base], role[advocacy]



	virt-vm43og

	491MB

	role[base]



	virt-7tac5q.psf.osuosl.org

	491MB

	role[base], role[pypy-home]



	virt-wdiwcy.psf.osuosl.org

	491MB

	role[base], role[pypy-codespeed], recipe[rsnapshot::client], recipe[rsnapshot::backupall]



	virt-gwhg4e.psf.osuosl.org

	995MB

	role[base], role[coverity]



	virt-7yvsjn.psf.osuosl.org

	7986MB

	role[base], role[hg]



	virt-8joqck.psf.osuosl.org

	3954MB

	role[base], role[rpi]










          

      

      

    

  

    
      
          
            
  
Roles employed by the chef server








	Name

	Description

	Run List





	redesign-staging

	Staging server for web redesign project

	recipe[pydotorg-redesign::staging]



	rsnapshot

	RSnapshot backup server

	recipe[rsnapshot::server], recipe[psf-rsnapshot::postgres]



	pypy-home

	Frontend for pypy.org

	recipe[pypy-home]



	base

	Base recipes for all nodes

	recipe[chef-client::cron], recipe[chef-client::delete_validation], recipe[user::data_bag], recipe[psf-misc::sudo], recipe[psf-misc::backup], recipe[psf-misc::ntp], recipe[psf-misc::ack], recipe[psf-misc::sysstat], recipe[psf-misc::ops-scripts], recipe[ntp], recipe[motd-tail], recipe[zsh], recipe[openssh], recipe[rsnapshot::client], recipe[rsnapshot::backupall], recipe[psf-monitoring::client]



	buildmaster

	Python buildbot master

	


	hg

	Python mercurial server

	recipe[monitoring::client]



	collectd

	collectd client configuration

	recipe[monitoring::client]



	loadbalancer

	PSF load balancer

	recipe[psf-loadbalancer::heartbeat], recipe[psf-loadbalancer::haproxy], recipe[psf-loadbalancer::stud]



	python-speed

	speed.python.org runner box

	


	evote

	EVote web2py application

	recipe[psf-evote], role[postfix-relay]



	rpi

	RaspberryPI News/Info site

	


	wiki

	Python wiki site

	recipe[psf-moin], role[postfix-relay], recipe[monitoring::client]



	advocacy

	PSF advocacy site

	recipe[psf-advocacy]



	pypy-codespeed

	Frontend for PyPy codespeed instance

	recipe[pypy-codespeed::pgbouncer], recipe[pypy-codespeed]



	pycon-2014-staging

	Staging for Pycon 2014 website

	recipe[pycon-2014::app]



	monitoring

	Nagios and etc

	recipe[psf-monitoring::server]



	coverity

	Coverity scan server

	recipe[build-essential]



	pyramid-community

	Pyramid community website

	


	postfix-relay

	Utility role to install an outbound SMTP relay

	recipe[postfix]



	pycon-2014

	Staging for Pycon 2014 website

	recipe[pycon-2014::app]



	pypi

	Python package index server

	recipe[rsyslog::server], recipe[psf-pypi::pgbouncer], recipe[psf-pypi::logging]
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